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Abstract: 

 

 Optimization become a huge problem among researchers in years of 60's, it take 

the researchers attention in the developing the powerful algorithm which can 

remove this problem. I the years of 60's-70's of 19th century, the three basic 

approaches were proposed as an evolutionary algorithm in order to get rid of the 

problem of optimization. These approaches are, evolutionary programming (EP), 

evolutionary strategies and genetic algorithm. In this paper we will discuss the 

application of Genetic Algorithm, advantages etc. 
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1. Introduction: 

Genetic approach is broadly used a population. Genetic algorithm is applicable for 

stochastic search and various optimization techniques due to its power. It is the most popular 

approach in evolutionary computation methodologies. Evolutionary computation of Genetic 

algorithm of has encouraged by the theory of Darwin's written for the Evolution. The feature 

of GA is finding the possible solutions with the help of generating the number of 

populations. These solutions are encodes in the form of chromosomes. These chromosomes 

uses the fitness function is applied to check these commodores. After that in order to create 

the new population the two operators have been used those are mutation and crossover. 

These processes are repeated until the searching element is found. There are some basic 

elements which have been used by the genetic algorithm discussed below [1]. 

1. A genetic representation of solutions to the problem; 

2. A way to create an initial population of solutions; 

3. An evaluation function rating solutions in terms of their fitness; 

4.  Genetic operators that alter the genetic composition of children during reproduction; 

5. Values for the parameters of genetic algorithms. 

Genetic algorithm uses a special value called fitness values for specific chromosomes to 

achieve the replica of these activities. When the reproduction will perform, then the 

crossover operator needs to apply. This operation uses two single chromosomes. After that 

the operator exchanges their parts and its gene value is changed randomly. This action will 

do on the location of the any chromosome which has selected randomly. A genetic 

algorithm (GA) is a method for solving both constrained and unconstrained optimization 

problems based on a natural selection process that mimics biological evolution. The 

algorithm repeatedly modifies a population of individual solutions. At each step, the genetic 

algorithm randomly selects individuals from the current population and uses them as parents 

to produce the children for the next generation. Over successive generations, the population 

"evolves" toward an optimal solution. 

You can apply the genetic algorithm to solve problems that are not well suited for standard 

optimization algorithms, including problems in which the objective function is 

discontinuous, non differentiable, stochastic, or highly nonlinear. 

1.1. Genetic optimization: 
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Main concern of Search optimization is too minimized or maximized solutions of a function 

on basis of some variable with regards to dynamic constrains.  Optimization serves a very 

vital role in engineering design, research operation and management. Traditional 

optimization technique cannot capable to solve many complex and difficult industrial 

engineering design problems. So in last decades a new novel , immerging , simple , ease to 

operate , minimal requirement and having very parallel and global perspective search 

optimization technique had introduce and got a very payable attention is known as genetic 

algorithms[1]. 

1.1.1. Global optimization: 

Global optimization is use to differentiate global optimum with numerous local optima 

within a region of interest. Generally global optimization is serve take attention for 

unconfined optimized problem ie without any restriction problem can minimize and 

maximized the function. A traditional global optimization technique comes with two 

different failover where first one is deterministic methods and second one is stochastic 

methods.  

1.1.2. Constrained optimization: 

The main focused of unconfined optimized problem is to optimized objective function with 

equality and inequality restriction. Confine problem solution cannot model many practical 

problems successfully whereas unconfined optimization methods serve a very vital role in 

nearly every region of engineering, mathematics and operations research. 

1.1.3. Combinatorial optimization: 

Combinatorial optimization problems are described with the help of number of finite 

feasible solutions. Even the normal inventory can able to find optimal solution for such a 

finite problem but for frequent problem it’s impossible to generate optimal solutions every 

time, particularly for practical problems having realistic size where the quantity of feasible 

solutions can be tremendously high. Combinatorial optimizations have numerous 

predicaments with unlike features and properties. Even if these predicaments are moderately 

dissimilar from each other and can be characterized as follow [1]. 

• To evaluate the permutation after associate some item with their problem. 

• To evaluate the combination of some items; 

• To evaluate the both permutation and combination of some items; 
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• Any one of the above subject to some constraints. 

1.1.4. Multi-objective optimization: 

In earlier 1960 multiple –objective search optimization get the great attention from 

researcher. Multiple objective optimizations use multiple objective functions simultaneously 

for optimization and there is not any best solutions as genetic algorithms has, among all the 

objective function. So researcher introduce a genetic based multi objective optimization ie 

knows as evolutionary multi-objective optimization or genetic multi-objective optimization.    

1.2. Genetic algorithm: 

Genetic algorithms are one of the best ways to solve a problem for which little is known. 

They are a very general algorithm and so will work well in any search space. All you need 

to know is what you need the solution to be able to do well, and a genetic algorithm will be 

able to create a high quality solution. Genetic algorithms use the principles of selection and 

evolution to produce several solutions to a given problem. Genetic algorithms tend to thrive 

in an environment in which there is a very large set of candidate solutions and in which the 

search space is uneven and has many hills and valleys.  

 

2. Genetic algorithm and digital circuit: 

2.1. Search optimization: 

In any type of searching keyword can search from the large number of data set. It may 

possible that there exist various paths to find the results. Here the search area is known as 

the search space. For an example, the search space is the large number of group of all 

protein sequences which is possible.   

 

Figure. 3.1: Classification of Search Optimization 
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2.2 Genetic algorithm: 

John Holleand is a man who introduced the genetic approach first in 1960s. He just 

suggested the algorithm. After that his students and colleagues helped him in order to 

implement the algorithm. It was done in the same year. The whole work is done in the 

University of Michigan. The genetic algorithm is based on the population. This approach is 

known as the good problem solver where the problems are very hard. So that there are no 

standards defined for GA. Basically GA is used as an optimization technique. An optimized 

technique where the solution can be find out by generating the population of the problem.  It 

seems to be that the Genetic Algorithm is type of evolutionary algorithm. It is also a part of 

heuristic search in which the heuristic search is an adaptive algorithm. The whole idea is 

focuses on the natural selection and genetic.  

The genetic algorithm is a basically used for searching and it is also an optimized technique. 

This approach is based on the principal of Drwins of natural selection. Genetic algorithm 

represents an intelligent exploitation of random search used to solve optimization problem.  

In short we can understand the natural selection which means “select the best, discard the 

rest”.  GA can be applicable as direct and parallel as well. It is also the stochastic method in 

order to global search and optimization as well. As the classification of searching algorithm 

the Genetic algorithm is belong to Evolutionary Algorithms. The evolutionary algorithm 

always uses the basic three main principles. These are reproduction, natural selection and 

diversity of the species. All these steps belong to natural evolution. GA performs using the 

group of individuals and representing possible solutions of the problem.  In this approach 

the selection criteria will given by the evaluation. This evaluation uses with respect to desire 

solution.   

As we have previously discussed about the John Holland who first pioneered the genetic 

algorithm. Genetic algorithm is deeply studied by the various authors. Now GA has a 

number of experiments which shows the various applications in lots of area of the 

engineering worlds. Genetic algorithm is not only use in order to get the different or 

alternative solutions it also continues performs other conventional approaches in most of the 

problems. It seems to be that number if real world problems trying to get the optimal 

parameter, it can show that the difficulty for conventional approach but ideal for GAs [5]. 

Some time Genetic algorithm has been wrongly regarded as a function optimizer because of 

its terrific performance in the field of optimization. In fact, there are many ways to view 
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genetic algorithms. Perhaps most users come to Genetic algorithm as looking for a problem 

solver. 

2.3. Genetic algorithm operators: 

Genetic algorithm encompasses mainly three interrelated operation namely selection, 

crossover and mutation.  During the process of cell division of human chromatin (present in 

the core and constructed from the DNA (deoxyribonucleic acid), protein and RNA 

(ribonucleic acid)) becomes shorter and thicker and chain forms spirals - chromosomes. 

These chromosomes are the genes that are inherited cellular information. Each gene codes 

for a specific protein and is the independent factor of the genetic information that 

determines the appearance of different specificities. In genetic algorithms, chromosomes 

together represent the genes encoding the independent variables. Each chromosome 

represents a solution to the problem. Individual and vector variables used other words the 

chromosomes 

2.4. Selection operators: 

The selection operator chooses chromosomes of the current generation to be parents of the 

next generation. The operator is responsible for the selection of the algorithm convergence. 

The methods may be used as operators of the genetic algorithm coded actual reproduction 

are: 

1. Rank selection 

2. Tournament selection 

3. Roulette wheel selection 

4. Steady state selection 

5. Elitism 

Selection is the scene of a genetic algorithm that individual genomes are chosen from a 

breeding population later (recombination or crossover). 

A generic selection procedure may be implemented as follows: 

1. The fitness function is estimated for each individual on the basis of presented fitness 

values and then normalized. Normalization means for dividing the physical condition 

of the subject by the sum of all values of conformation, so that the sum of all the 

resulting values is wrapper 1. 

https://scienxt.com/


Volume-2|| Issue-2||2024|| May-Aug                                                          e - ISSN: 2583-9519; SJMET 

Shweta et al.,                        Scienxt Journal of Mechanical Engineering & Technology 

 

 

 
Scienxt Center of Excellence (P) Ltd                                                                          SJMET||8 

2. The population is arranging in descending order on the basis of fitness values. 

3. Normalized cumulative fitness values are calculated (the accumulated value of the 

fitness of an individual is the sum of its own fitness value and adaptation of all 

previous individual values). The cumulative capacity of the last person who should be 

1 (otherwise something went wrong in the process of normalization). 

4. A random number (R) is chosen between 0 and 1. 

5. The selected individuals having highest accumulated normalized value with compare 

R as first. 

6. If this procedure is repeated until enough people selected, this selection method is 

called form of proportional selection or the selection of the roulette wheel. If, instead 

of a single pointer yarn several times, several pointers evenly spaced on a wheel which 

is rotated once, is called universal stochastic sampling. Repeatedly selecting the best 

individual from a randomly selected subset is tournament selection. Taking the best, 

third, or other proportion of individuals is truncation selection. 

7. There are some other selection algorithms that do not consider each individual 

selection, but only those whose fitness value is greater than one (arbitrary) constant 

data. Other algorithms to select a small group in which only a certain percentage of 

people are allowed on the basis of the value of fitness. 

8. Retaining the best individuals in a generation unchanged in the next generation, is 

called elitism or elitist selection. It is a successful (slight) variant of the general 

process of constructing a new population. 

9. Retain the best individuals from one generation unchanged in the next generation, 

called elitism and elitist selection. This is successful (slight) variation of the general 

method of construction of a new population. 

Genetic algorithm (GAs) is a stochastic optimisation technique that can often outperform 

classical methods ofoptimisation when applied to difficult real world problems. Genetic 

Algorithms are searchingstrategies suitable for finding the globally optimal solutions. The 

main advantage of using GAs is that they can find global optima without being stuck at local 

optima in the solution space. The GA technique is robust and can deal successfully on a 

wide range of problem areas. GAs and its variance have been extensively used in the past. 
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GA researchers have been aware that there are multiple solutions for a given problem but 

the traditional GA proves to be quite efficient, which converges to one of the best possible  

 

Figure. 3.2: Flow diagram of genetic algorithm 

The natural law of evolution is derived from Darwin’s theory of evolution. According to this 

theory, reproduction and mutation play vital role. While reproduction leads to amalgamation 

of different chromosomes and hence, creation of individuals having hybrid characteristics 

with genetic properties derived from both parents by inheritance, mutation is a factor that 

causes changes in the basic chromosomes structure itself, and thus leads to diversity of the 

population. 

Genetic Algorithm based on the above mentioned phenomena and can be used for 

optimization of the given problems by processes of reproduction and mutation. Genetic 

Algorithm generates valuable solutions for hard optimization problems using techniques that 

are inspired by natural evolutionary operators, such as inheritance, mutation, selection, and 

crossover. 

2.5. Rank selection: 

Rank selection first, the population and each chromosome receives fitness from this ranking. 

The worst thing is a club, second worst 2 etc. and the best physical and N (number of 

chromosomes in the population) form.  
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2.6. Tournament selection: 

Tournament selection is a method of selecting an individual from a population of 

individuals. Tournament selection involves running several "tournaments" among a few 

individuals chosen at random from the population. The winner of each tournament (the one 

with the best fitness) is selected for crossover. Selection pressure is easily adjusted by 

changing the size of the tournament. If the tournament size is larger, weak individuals have 

a small chance of selection intensity are called selected. 

Table-2.1: Relation between tournament size and selection intensity 

Tournament size 1 2 3 5 10 30 

Selection intensity 0 0.56 0.85 1.15 1.53 2.04 

2.7. Roulette selection: 

Selection of roulette, the most popular method cannot cause the total transformation of 

genes "type in population since the method selects only one chromosome and copy it from 

the body before group depending on the size and the probability of a given method, itself 

does not change gene [12].  

In addition, the method has a weakness that is not always due to the selection by the 

selection of the fittest for the stochastic property. Deterministic sampling is designed to 

cover the weakness of selection roulette wheel, and the method is comparable to the sample 

remains with stochastic replacement. The method is first, the entire size of the expectancy 

value of each chromosome. In the second, the method assigns chromosomes depending on 

the size of decimals of each chromosome and chromosome size selects a decimal. 

2.8. Steady state selection: 

 This is not a method for the selection of parents. The main idea of this is that much of 

chromosomes to survive next generation. GA then operates as follows. To create a new 

offspring chromosomes - each generation are some selected (with a strong good fitness). 

Then some (bad - with low fitness) chromosomes are removed, and offspring will be put in 

their place. The rest of the population survived the new generation. 
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2.9. Elitism: 

 Idea of elitism has been established. When creating new population by crossover and 

mutation, we have a big chance that we will lose the best chromosome. Elitism is the name 

of the method that first copies the best chromosome (or at best a few chromosomes) to the 

new population. The rest is the conventional manner. Elitism rapidly increases performance 

of GA, because it prevents the loss of the best solution found. 

 

3. Crossover operator: 

After completion of the process of reproduction, we check the chromosomes generated unit 

populations and exchange information on genes. The arithmetic crossing on a theory of 

convex sets based expansion of an intersection which discontinuity has occurred in a simple 

intersection. A crossover operator is used to recombine the two channels so as to obtain a 

better channel. In the cross recombination operation generates various individuals in 

successive generations by combining materials of two individuals of the previous 

generation. During playback, good strings in a population, a greater number of copies and a 

mating pool are probabilisticment affected formed... Our crossover operator is performed 

with an intersection point randomly selected along the line and the exchange of all bits to 

the right of the intersection, as shown in Table. 2.2. 

Table. 2.2: One point crossover 

Parent 1 Parent 1 

1011010 010100110 0011010 110110101 

Child 1 Child 2 

1011010 110110101 0011010 010100110 

 

Figure. 3.3: Multi point crossover 
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3.1. Mutation operator: 

Mutation adds new random information on the process of genetic research and ultimately 

contributes to avoid trapped at a local optimum. It is an operator of diversity in the 

population, while the population tends to be more consistent with repeated by operators of 

reproduction and crossover use. Mutation may cause the chromosomes of individuals from 

those of their parents are individuals. Mutation way interferes with the process of genetic 

information at random. The mutation is the need to provide a point in the vicinity of the 

current position, and thus to achieve a local search to the current solution. The mutation is 

also used to obtain the diversity of the population. For Example: 

 Before mutation                         after mutation 

s1 = 1110110101                         s1` = 1110100101           

s2 = 1111010101                         s2` = 1111110100                 

It should be noted that the four channels, a 0 in bit position left. If a true solution in this 

position requires then the reproduction and crossover operator described above is able to 

produce in this position. The application of these operators on the current population creates 

a new population. The new population is used to produce these and further to obtain 

solutions which are closer to the optimal solution populations. The values of the objective 

function for the new population of individuals again determined by decoding the channels. 

These values indicate the ability of solutions to new generations.  

 

4. Some applications of genetic algorithms: 

The algorithm described above is very simple, but rebasing son dina I use many problems 

and scientific and technical turbidity of the following models: 

• Optimization: gas has been used in a variety of optimization tasks, including 

numerical optimization and combinatorial optimization problems, such as circuit 

layout and job-shop scheduling. 

• Automatic Programming: gas was used for specific tasks to develop computer 

programs and other computer design structures such as cellular automata and sorting 

networks. 
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• Machine learning: tasks gases are used, such as predicting the weather or the structure 

of proteins for many machine learning applications, including classification and 

prediction. Gas were also used to develop particular aspects of machine learning 

• Systems, such as weights for neural networks, rules for learning classifier systems or 

systems and sensors symbolic production robots. 

• Economic models: gas was used to model the process where the innovation, 

development strategies tender and the emergence of economic markets. 

• The models of the immune system: gas was used to model different aspects of the 

innate immune system, including somatic mutations throughout life and the discovery 

of multiple genes during evolution. 

• The ecological models: the gas has been used to model ecological phenomena such as 

biological arms race, host -parasite co- evolution, symbiosis and resource flow in 

ecology. 

4.1. Advantage of genetic algorithm: 

1) This technique is robust and can deal with successfully with wide range of problem 

areas. 

2) GAs is not guaranteed to find the global optimum solution but they generally provided 

good solution with quick result. 

3) GAs out perform in both speed and accuracy. 

4) GA is used to solve every optimization problem where chromosomes encoding are 

used to describe it. 

5) It is easy to understand and practically does not demand the knowledge of 

mathematics. 

Genetic algorithms (GAs), robust and systematic optimization paradigms, have been 

successfully applied to many scientific and engineering problems. Genetic algorithms are 

inspired by Darwin's theory about evolution. Solution to a problem solved by genetic 

algorithms is evolved. Algorithm is started with a set of solutions (represented 

by chromosomes) called population. Solutions from one population are taken and used to 

form a new population. This is motivated by a hope, that the new population will be better 

than the old one. Solutions which are selected to form new solutions (offspring) are 

selected according to their fitness - the more suitable they are the more chances they have 

to reproduce. 
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5. Conclusion: 

A Digital circuit is a need of current generation in these days but it has a huge number of 

outputs. So there is a need of selecting one of the best outputs among all of the outputs. The 

Genetic algorithm is one of the Artificial Intelligence approaches to simulate the idea of 

adaptation to the process of evolution and natural selection of nature through the 

development of computer work. Genetic algorithm is one used by a number of tools that 

artificial intelligence in problem such as optimization, planning, processing of data, 

clustering, trend analysis and path finding. 

The proposed work shows that it is possible to find the maximum output of a digital circuit. 

The proposed work has been used the genetic algorithm with the help of VHDL 

implementation. In this dissertation, Optimization of the digital circuit is done on the basis 

of Genetic Algorithm (GA) for achieving maximum output of the digital circuit in terms of 

speed. These works have been using some digital circuits and evaluating the maximum 

output of the circuits using GA. 

The result has been shown in terms of comparator required and the time required for 

searching the maximum output. The time taken by proposed work is less than the previous 

work. There is a large difference between numbers of comparator. Finally the proposed 

work is better than the previous methods. The overall improvement of both parameters is 

78.20 %. 

 

6. Future work: 

GA is the better choice for development in the different areas of communication, medical, 

mathematics, manufacturing and other fields.  

In this work, we have used Roulette wheel and Elitism selection methods for selection. In 

future, we can use other selection methods like Rank selection, Tournament selection, and 

Steady state selection. In this work, the length of the population we have used is 10 

chromosomes. In future, we can increase the length of the population to improve the 

performance. In this work, we have used multipoint crossover technique and variable 

mutation technique. In future we can use different crossover and mutation techniques to 

improve the performance. 
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